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THE EFFECTS OF VARIANCE HETEROGENEITY ON SI-ULTANECQUS
FULTIPLE COMPARISON FROCEDURES WITH EQUAL SAMNFLE SIZE
John F, chelll and Paul A. Games

Educational aﬁd psychological researchers often deal with groups
~ that tend to be heterogeneous in variability. ' The purpvse of this in-
vestlgation was to study the effects of variance heterogeneity én three
selected multiple comparison procedures, and to determine if eithsr of
two non-standard methods would be superior té the conventional methods
based on mean square within,

The three procedures studied were thE!Whélly Significant Difference
Test (WSD) developed by Tukey (1953), the § test presented by Scheffé
(1953), and a simple multiple t test (MIT) procedure. These three were
selected because each controls a distinctly different Type I error rate,
The WSD controls the familywiée Type I-error rate (FWI), the MTT con-
trols the g@ntiast significance rate, and the § test controls the risk
of finding at least ore significant contrast in a setbgf all possible
contrasts, Games (1971a, 197lbj showad that all three pr@éedurés use
the same statistic and hence any differences between the three procedures

are due to the use of different critlcal values (cv),

Iyow with the Springfield Public Schools, Springfield, lMassachusetts.
Computer time that made this study possible was supplied by the
Pennsylvania State University Computation Center.




This investigation was a ccmpute? simulation consisting of 1000
experiments with four independent samples (k = 4) of five data points
(n = 5). Six pairwise conirasts were considered, Each data point,
selected at random from a pcpulafieﬂ of 10,DOD'nDrmal deviates, was
scaled by multiplying it by a specifically chosen constant to create
variance ratios of 4:b:li4 (VC-1), 1:3:5:7 (VG=E),;12127=? (vc-3), and

1:1:1:13 (VC-4), The four variance conditions (VC) constituted one

factor of the design,

Eacﬁ'gf the six c@ntiasts Were tested usingvthréé methods, Method
MSW consisted of the conventional test using the square root of two
Mean Square Within divided by n as the denominator of a t with df =16,
Method t used the standard error of the common t test with daf =8,

Method BF used the Behrens-Fisher t' statistic defined as

>

(Xi - X3)

{(Winer, 1962, .37) recommended by Scheffe (1970) andVWang (1971). The
thrse methods constitute a second factor in the two-factor design with
VC crossed with method.

Canditians when the null hypothesis is false were created by adding
a constant to each data point, A uniforn distribution was used spread-
ing the population means equally apart. Tﬁé distance between the meané
was calculated by a formula modified from Cames and Lucas (1966, p.317).

Five dependent measures were recorded simultaneﬁusly: the average
contrast Type I rate (f), the familywise Type I rate (FWI), specific

contrasts Xy = Xy, X3 - Xp, and X3 - X,
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A two facﬁcr within-replications analysis of variance (AQV) was
- performed for each of ths five dependent variables, for the null
hypothesis condition, both VC and 5B being repeated measure factors.
The analysis was performed on the IBi 360/67 using the library routine

ANOVR (I ..z, 1968),

Results

Per cpmparisonlrgtes are presented in Table I, one for each method.
With the exception of the .084 value for the MSW under VC-%, all of
the deviations of P fr@m-.DE are relatively minor. Furthermore, as
expected, the use of MSW produces the greatest power under the homo-

geneous condition (VC-1)., Only under the most extreme variance con-

suggests the universal use of MSW in all but extremely heterogeneous
conditions. The robustness of the common multiple comparison solution

can be defended on the basis of P data, at least for the equal n case.
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However, the above analysis is superficial since control of P does
not impiy adequate control over the individual rates from which the
average was obtained. Three specific caﬁtrasts Wwere isolated (ili %4‘
X1~ X, and X3= X) as the most interesting in tgrhs of the manner in
which the heterogeneous conditions were established,

As an example, assume a researcher tested the difference between
the means of the third and fau?th groups (§3§ E@) and that between the

first and second groups (X;- X,) on =

riori experimental grcunds; using
the pooled variance estimate MSW. The values for the two contrasts that .
he selected (from Table I) are presented below, In every heterogeneous
variance condition, P undercstimates the rate for the §3= i@xcantrast
and overestimates it for the i1= Eg contrast,

Variances = T Xye Xy X1~ Xp
belpslysly L8 052 Loy

: : . 054 . 105 . 007

, 06 140 ,000
. 084 .161 . 004

1

Lngll ol
TEw
LA
3 -2

The P results hide the great inaccuracies on individual contrasts.

a+]|

=.064 may be obtained as the average of two contrasts with P(BI) =.14,
two with P(EI) =.000, ar? two with P(EI) =.063 (as Suggeétad by the results

on VC-3), However, if the researcher above tested his means using the

% test, he would achieve more uniforn control. Using the Behrens-Fisher

method, results in P(BI)T > regardless of the individual contrast selected
as shown below,.

Variances P EB— Xy, X=X,

bolpsly, by L040 W04 032
17 1.045 T 046 .038
17 045 o .032
113 1 .045 . .00 - - .032

P
£
%
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An AQV was performed using the three individual contrasts as a

the analysis resulted in a significant CON x VC x method interaction

(P= 72.9, df =12,38; pe .001)., The CON x VC interaction was different
for each method, A two factor repeatedrmeasures design with CON and VC
the two factors was conducted for each method, When using MSW there was
a wide difference in P(EI) in %he three contrasts as the variance con-
dition changed. Thére was a significant CON x VC interaction (F-148.9;
df=6,18; p< ,001), Using the t method produced considerable improve-

o L ) N , AN
ment but still resulted in a significant CON x VC interaction (F=6.7324;

df=6,18; p< ,001). However, for tﬁé BF method no significant differences
were noted for either factor or the interaction, This result suggests
that using the BF method when violation of the homogeneity of variance

assumption is suspected will result in the over-all stability of Type I

error around or.

Figure 1 illuéirafes the power curves for two contrasts, iiéfg and
23-§4 Whéﬁ the variance ratio i;ls?:? (VC-3) was used., The theoretical
normal curve power solutions for these two contrasts have also been in-
serted. The normal curve s@lutipns are availéble since the populatien
variances are known.. These power curves are higher than similar paéér'
curves using the proper t disﬁribﬁ?icn_ Some points for thééé solutions
. are not available due to limiﬁaticnS-in available %aglési ‘The power

curves foir the contrasts using S greatly diverge from the theoretical




?‘
Figure 1. Power curves for Xi-Xs, igsﬁ@, theoretical normal curves
(MC) and theoretical t curves, (*) under variance condition
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curves using the known population variances., The obtained curve on
il’ zgremained conservative throughout when iSW was used, When the BF
was used the power rose to ,57 and roughly paralleled the theoretical
curve, Uider these conditions it is evident that the power curves using
MSW are not acceptable, The fact that the two values of F(EI) average
to .07 is not evidence that the MIT or any other technique based on MSW

1s robust to heterogeneous variances.

The Familywise Rate

' The familyvise Type I significance rate (FWI) is the prap@rfian
of sets of contrasts that contain at least one significant result.
While T makes 1ittle sense when the individual rates differ, FWI is
meaningful regardless of thé equality of individual rates, The maximum
value of any individual rate establishes the minimum value of the FWI,
The maximum value (,162), found under the individual rate X1~ Xy for
MIT using liSW, is the lowest possible value for FWI under this condition,
In general, the more contrasts there are in a set the greater FWI e
becomes. The Tukey WSD was designed to control the FWI for such é
set, i.e., the selection of o for the WSD specifies the theoretical
probability of at least one Type I error for the set of contrasts when

all of the assumptions are met.




. Table 2 A
Obtained Proportion of Rejecilons for the Tukey WSD Test ;mﬁﬁm,ﬁ;n,gﬁmg n=j

4 =0 ¢ & 1.0 ¢ = 1.5 $ = 2.0
VG HSW t BF HSW t BF MSW t BF HSW t BF

1 Lol 054 ,029 303 .209 242 J59L L. 523 W69 851 .784 724

2 066 062 048 .299 345 270 .599 609 487 846 imsw, gggmw | . w
FHT ST |
3 L077 L0677 0Ly .310 .341 268 609,601 476 838 847 .739

L ,108 ,066 .038  .327 .k52 .373  .593 .764 .687  ,786 .G6L .927
Theoretical  .050 .050 A

1 009 .03 , a . o ._f
009 .010 005  .082 .07 .058 186 152,128,310 .273 .23;1 o

193 150 .317 .316 .251
202,186 ,135  ,322 rma@ 240
.205 .234% ,198 316,376,305

2 - 015 .013 010 091 ,087 066 .199

i

3 019 ;@Pm .011 .096 ,095 . 069
L .036  .018 ,010 108 .123 093
Theoretical 011,013

IC

Q

R i1 Tox Provided by ERIC

-



10,
wﬁen kSW was used, as in the conventional form of the WSD test
(Miller, 1966, Winer, 1962), heter@geneaué variances increased the
FWI above the ,05 level. When the 1 méth@d was used there was only a
slight increase in FWI over the four variance ccﬁditi@ns. When the BF
was used the FWI %alues were conservative with one value falling sig-
nificantly below the theoretical .05 level.

Taking the one minus the probability of rejecting at least one
contrast when the null hypothesis is false as Familywise Power, the
PBW’metE@d had higheripgwer than the other two methods in the humageneaua
condition, As the varlance condition bacame more heterogeneous, MSW
lost its superiority in terms cf FWI power, but became inferior anly
in the extreme heter@ggnéaus condition, |

The Scheffe S test was designed to cgntral FWI on a set of all
possible contrasts. Just as P is less than o for the W3D, so the FWI
is less than o for the 5 test, Otherwise, the results of the FWI
analysis for Scheffé were consistent with tEDse of the WSD. The same
trends were found but with lower over all proportions éf rejection of

Ho.

Discussion

The results above indicate that when variance heterogeneity exists,
using a paaled error term as in the MSW methéd is 1napprcpr;ate. For
various ;ndjvidual contrasts, P (EI) will be inflated while for other
ccnt:asts P(EI) will approach zero, The use of MSW produces magar dis-
tartinns in many of the 1nd1vidual contrast pﬂwer_guzvgs, These résults_

-will net be alleviatei by me:gly increasing the common sample size,
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The results also indicate that the use of a ngnﬁpéglei error term,
as in the t or BF rethods provides improved control of F(EI) for all
.~ contrasts and an acgeptable pahe curve for all caﬂtrasts
The decision to use MSW or the other natnads involves risk eithér
way. The use of MSW when inapprop-iate risks unc@ntralléd P(EI) and
 mis13ading power curves,  Not uélng MSW under homogeneaas variance con-
:ditions risks only a slight depression in P(EI) and a ccmparatlvely
Slight uniform loss in pover, If the univescal use of -me methgd is
déSlréd then that method sncﬁlﬂ be the Behrens-Fisher methgd
Testlng for variance hetercgeneity or EItEQS;VE expé:ience with the
variables'might provide cvidence for deciﬂiné on a method, However,
éautién shauld be used in testing variance ﬁam&geneity gince ménj \
tests are Sensiiivelta violations of assumptians:regé:ding the form of
the pbpulatiang (Box, 1953; Games, Winkler and Pr@ﬁe:t In Pre&%}.=
The FWI results show that the use of NSW is nat as disadvaﬁtageaus
~on this overall index as it is with respsct to-individual eemparisaﬂs.
when ny zhj =n, The WSQ using HSH is as robust to heterogeneous variances

‘as is the analysis of varianze, FWT will be scﬁawhét inflated'with

ta 2d, or 3:; as a mazimum, Unfortunately, this is not a great deal of
Eans@latian;‘ The av31311 ccntral of FWI is. achieved by using a een—
servative critical value that substantially veduces power on_each
icontéaSt_' The phﬁﬁameﬁén 8t111 wxlsts thai various individual contrasts
‘aré being tésted, éften with an inappropriate crror term, and that thg
‘risk of Type II errors will often be close to 1,0 for many substantial
bcontrasts. | | |

Fartunately, the same technique that imprgves control of P(EI)

- on each cantrast also 1m§*cves th%vlgbuEtWEgS of FWT The BF methad o
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applied to each mezn Gifferonces ;lia2ids an FWI that is somewhat conserva-

o

never riscs above the theoretical vaiue of .C5 even if the assumption
is not tvue, This is in contrast to both the MSW and t methods. The
BF nethod may be recommended for the control of either P(EI) or FWI,
although the researcher will expurience sonc Cecrease in pawéé when the
homogeneous fariéﬂce corditvicn is true, = Historically, the major dis-
advantage of using elther the t ox F7 méﬁh@ds_haa;been the increased
amcunt of calculaticn neceusary. ﬁiﬁh tﬁa now widespread use of com=
puters, either methsd can e incorporatad into general purpose prograns,
With equal n's, a2s used in this stﬁiyg the computed t and E?

statistics will be identical rnd the. @ﬂ'y dﬁ’f renice between the two

- methods is in the critical values used. The ciitical value of %o is

from the 1 Samyling dixtribution with af s2n - 2, (0. /2, 2n - 2)1.

The critical value of t4 varies fzom this value (as a lower 1limit) to
an . upper limit of E'(qﬁ/g, ﬁ~1). _Tha notual df specified by the Welch
solution varies froi sanpin to fample, Thus the @hly'distiﬁctian be=
tWeen t énd BF in uhiﬁ stuny is jn -Q“ fact that the BF solution may
have a larger criticsl value *hat c%eracmas the slight positive bias

in the t statistic when the bsomogencity of faria%ee assumptién is
vialated (Box, 1953), As the nammie cice inczéasas; the differehce
between t (o-/2, Zn - 2) ant 4 (¢/2; n - 1) decreases and the results
for the t and i methods weald b pora tigilar vith both P(EI) and FWI

approaching their theowatical vaiucs, Fonuver, in o computer solution

1t is appropriote to uvse ths best nethed for any unspecified n, The

Behrena-Fisher rmetizod witi the Volch solution for eritical values is

best for the small n sitvation, avd hEkSE is mezommended.

PPN
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